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Abstract 30 

In ocean and climate models, the simulation of upper-ocean temperature and salinity depends on 31 

mixing parameterization for ocean surface boundary layer turbulence. Existing mixing 32 

parameterizations are based on physical principles with empirical parameters. However, they are 33 

still imperfect, leading to biases in the simulation of physical states in the upper ocean. In this 34 

study, we explore the use of the data-based machine learning technique, specifically, a deep 35 

neural network model, for the effects of vertical mixing in the ocean surface boundary layer. The 36 

model is trained using process-oriented simulations of the upper-ocean turbulence driven by 37 

realistic forcing conditions at a mid-latitude ocean climate station, viz. the Ocean Station Papa. 38 

The deep neural network model outperforms traditional physics-based parameterizations that 39 

relate the mixing effects to surface forcing using deterministic formulas. The deep neural 40 

network model is also used to explore two currently debated issues in the development of 41 

physics-based mixing parameterizations, viz. the representation of wave forcing and the history 42 

of forcing conditions. 43 

 44 

1. Introduction  45 

Ocean surface boundary layer (OSBL) turbulence plays an important role in the ocean 46 

environment and global climate. It mediates the rate of exchange of heat and materials between 47 

the atmosphere and the interior ocean [e.g., Sallee et al. 2013; Liang et al. 2013], controls the 48 

effect of the ocean on the atmosphere by determining the temperature of the sea surface [e.g., 49 

Chen et al. 1994; Richards et al. 2009], modulates ocean ecosystem by setting the physical and 50 

chemical environment of the euphotic zone [e.g., Taylor and Ferrari 2011], and alter the 51 

dispersion and transport of pollutants in the near-surface ocean [e.g., Liang et al. 2018 and 2021; 52 

Kukulka 2020]. With continued efforts using advanced observational techniques and high-53 

fidelity computer simulations, it is now understood that OSBL turbulence is primarily driven by 54 

three processes at the sea surface, viz. wind [e.g., Skyllingstad et al. 1999], heating/cooling [e.g., 55 

Li et al. 2005; Pearson et al. 2015], and ocean surface gravity waves [e.g., DôAsaro et al. 2014; 56 

Qiao et al. 2004]. It is also altered by other factors including density stratification [Price and 57 

Sundermeyer 1999], the earthôs rotation [Liu  et al. 2018], the depth of the water column [e.g., 58 

Tejada-Martinez and Grosch 2007; Yan et al. 2022], larger-scale horizontal density gradient [Fan 59 
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et al. 2018 and 2020] and lateral currents such as tidal and submesoscale currents [e.g., 60 

Hamlington et al. 2014; Sullivan and McWilliams 2019; Yuan and Liang 2021]. 61 

In hindcast/forecast ocean and climate models, OSBL turbulence cannot be explicitly simulated 62 

currently and likely in the near future [Fox-Kemper et al. 2014 and 2019] for the following 63 

reasons: Most models for the realistic ocean have to be configured on grids that are coarser than 64 

the scale of OSBL turbulence (tens of centimeters to meters). Even in a small-domain setting 65 

where model grids could be as fine as at a scale of meters, those models are based on hydrostatic 66 

approximation that excludes OSBL turbulence. In addition to the abovementioned computational 67 

and physical limitations, numerically, hindcast/forecast models utilize finite volume or finite 68 

difference schemes that are flexible and efficient, but less accurate than spectral methods used in 69 

models to compute turbulence. In an idealized version of hindcast/forecast model that neglects 70 

the effect of horizontal processes, the effect of ocean surface boundary layer on prognostic 71 

variables are calculated as follows, 72 

‬ὅӶ

‬ὸ

‬ύᴂὅᴂ

‬ᾀ
 

(1a) 

where C represents a tracer such as temperature and salinity, and w is vertical velocity. Prime 73 

indicates fluctuation associated with turbulence, and overbar means ensemble-averaged quantity 74 

without signals of turbulence. Subscript mixing denotes that this is the time tendency due only to 75 

vertical turbulent mixing by OSBL turbulence. Other terms and their effect on the time tendency 76 

are neglected for simplicity. Turbulent fluctuations, i.e., wô and Cô in the above equation, cannot 77 

be calculated in hindcast and forecast models. They must be approximated using averaged 78 

variables, i.e.,  ὅӶ, and forcing conditions, through a parameterization as follows, 79 
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(1b) 

where KT are the vertical diffusivity; and ʝ C is the counter-gradient (or non-local) term [e.g., 80 

Deardorff 1966] in some parameterizations to account for tracer transport that is not inversely 81 

related to the spatial gradient of the tracer. The counter-gradient term is important when coherent 82 

structures, such as buoyancy-driven convective cells and wave-driven Langmuir circulations, are 83 
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dominant. Those coherent structures fill the whole ocean surface boundary layer, and tracer 84 

transport is no longer local and unrelated to the local tracer gradient, i.e., 
Ӷ
 in equation (1).  85 

Parameters, i.e., KT, and ʝ C, are deterministic functions of variables including surface forcing 86 

conditions (wind, wave, and buoyancy flux), and water column conditions. Their treatment is 87 

different in the two classes of commonly used physics-based mixing parameterization: In the 88 

first-order parameterizations, such as the K-Profile Parameterization [e.g., Large et al. 1994], the 89 

dependence of the parameters on surface forcing and water column conditions is direct. In the 90 

second-moment parameterizations, KT, and ʝ C are diagnosed from turbulence statistics such as 91 

the kinetic energy, the length scales and the dissipation rate of turbulence that are prognostically 92 

calculated in the model [e.g., Kantha and Clayson 1994; Umlauf and Burchard 2003; Reichl and 93 

Hallberg 2018]. Those parameterizations usually work well for flows under one of the three 94 

forcing conditions (wind, wave and buoyancy forcing) for the following two reasons: (1) theories 95 

exist for the velocity scale of turbulence driven by each of those forcing conditions [e.g., Belcher 96 

et al. 2012; DôAsaro et al. 2014], and (2) the limited number of parameters in those 97 

parameterizations are tuned using data, from either field observations or high-fidelity process-98 

oriented computer simulations, when one of the three forcing conditions dominates or exists 99 

[e.g., Harcourt 2015; Reichl  et al. 2016]. They are less accurate when the three forcing 100 

conditions are similarly important or when the surface buoyancy flux is stabilizing [e.g., Li et al. 101 

2019]. However, the realistic ocean is usually under the comparable influence of all three forcing 102 

conditions (Fig. 1a) or with surface buoyancy flux stabilizing the upper ocean (Fig. 1b). Biases in 103 

the simulated upper-ocean states using those parameterizations remain, degrading our 104 

hindcasting/forecasting ability of the upper-ocean states, the marine ecosystem, and the coupling 105 

of the ocean with the atmosphere [e.g., Belcher et al. 2012]. 106 

Given the aforementioned challenges in traditional physics-based OSBL mixing 107 

parameterizations, this study explores the use of machine learning, specifically, a deep neural 108 

network (DNN) model, to parameterize the vertical mixing effects of OSBL turbulence. In recent 109 

years, machine learning techniques, that are data-based, have attracted attention in the 110 

community of atmospheric and oceanic sciences and have been investigated for different 111 

applications, such as ensemble weather forecasting [e.g., Rasp and Lerch 2018], the 112 

parameterization of convection in atmospheric models [e.g., Brenowitz and Bretherton 2018; 113 
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Gentine et al. 2018], the coupling between the ocean and the atmosphere under hurricanes [Jiang 114 

et al. 2018], the parameterization for ocean mesoscale eddies [e.g., Bolton and Zanna 2019; 115 

Zanna and Bolton 2020], and the prediction of ocean currents from observations [e.g., Liu and 116 

Weisberg 2005] and satellite images [e.g., Zeng et al. 2015].  117 

The specific objectives of the study are (1) to train a DNN model to parameterize the mixing 118 

effects of OSBL turbulence; (2) to compare the DNN model with a few traditional physics-based 119 

parameterizations using a single-column model; and (3) to explore the significance of different 120 

forcing parameters using the DNN model. The rest of the paper is organized as follows: Section 121 

2 describes the DNN model and a few traditional deterministic parameterizations used for 122 

comparison; Section 3 describes the data used to develop and evaluate the DNN model; Section 123 

4 presents and discusses model results; and Section 5 summarizes the important conclusions and 124 

discusses possible future research directions. 125 

 126 

2. Model Description 127 

2.1 A Physics-informed Deep Neural Network model for the Vertical Mixing by Ocean 128 

Surface Boundary Layer Turbulence 129 

A feedforward Deep Neural Network (DNN) model [e.g., Goodfellow et al. 2016] is used in this 130 

study. As opposed to representing the vertical mixing effect by OSBL turbulence using 131 

deterministic functions such as equation (1), a DNN model provides an effective and flexible 132 

approximation of non-linear mapping between an input layer containing profiles of temperature 133 

and salinity and forcing conditions and an output layer containing profiles of the time derivatives 134 

of the variables, i.e., the left-hand-side term in equation (1a). The profiles of the time derivative 135 

of temperature and salinity are then used to prognostically calculate the profiles of temperature 136 

and salinity like using a traditional physics-based parameterization. We also experimented using 137 

the profiles of turbulent fluxes, i.e., the right-hand-side term in equation 1(a), as output, and the 138 

prognostic temperature and salinity profiles are the same. The input and output layers are 139 

connected by one or multiple hidden layers (Fig.3). Assume there are a total of M layers 140 

including the input (j = 1), hidden (j = 2 to M-1) and output (j = M) layers. The output of neuron i 141 

in layer j with N(j) neurons, i.e., ὢȟ, is calculated using outputs from the previous layer, i.e., 142 

ὢȟ  as [Goodfellow et al. 2016], 143 
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ὢȟ Ὢ ύȟȟ ὢȟȟ ὦȟȟ  

 

(2) 

where ύȟȟ  and ὦȟȟ  are the weight and bias directing from neuron k in layer j-1 to neuron i 144 

in layer j, respectively; and f is the activation function. The optimized set of weights and biases 145 

are determined through a learning process. In other words, each neuron represents a simple 146 

operation defined by an activation function. The output of each neuron is used as input to 147 

neurons in the next layer in a feedforward DNN model. Operations in each neuron collectively 148 

contribute to the mapping from the input layer to the output layer.  149 

In addition to the set of weights and bias, there are a few hyperparameters in the model, i.e., 150 

those predefined and not optimized during each learning including the activation function, the 151 

loss function and the numbers of hidden layers and neurons. These hyperparameters are selected 152 

after then learning stage using data not used in the learning. The Leaky Rectified Linear Unit 153 

(LeakyReLU, ὥὼ ÍÁØ πȢρὼȟὼ) [e.g., Mass et al. 2014], one of the popular ones in DNN 154 

models, is used as the nonlinear activation function in this study. It was reported by Gentine et al. 155 

[2018] that the LeakyReLU show the best performance among a few activation functions. Our 156 

own sensitivity experiments also showed that the LeakyReLU results in the fastest decrease in 157 

both the training and validation losses over epochs and best final scores among a few activation 158 

functions, including Rectified Linear Unit (ReLU), tangent hyperbolic (tanh) and the Sigmoid 159 

(Ὓὼ ρ Ὡ ). The loss function that is used to gauge the performance of the trained 160 

model is defined as, 161 

ὒέίί ὢ ὢ ‌
ὨὌὅ

Ὠὸ
ὗ

ὨὛὅ

Ὠὸ
ὗ  

(3) 

Where Xprediction and Xtruth are the variables in the output layer and from the data (the LES 162 

solutions in this study), respectively; HC and SC stand for water-column heat and salt content, 163 

respectively; and Ŭ is a constant set to 0.1 in this study. The first term on the right-hand-side of 164 

equation (3) measures the deviation of the predicted results from the data. The second right-165 

hand-side term is a penalty when the prediction violates heat and salt conservation. Penalizing 166 

the loss when physical principles are violated is one of the popular approaches to add physical 167 
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constraint to a DNN model. With the loss function, the trained DNN model not only best re-168 

produces the data, but also best abides by conservation laws. 169 

To seek the optimized set of ύȟȟ  and ὦȟȟ  that best map variables in the input layer to 170 

those in the output layer, available data are first separated into three independent sets, a training 171 

dataset, a validation set and a prediction (testing) set. The determination of the optimal set of 172 

ύȟȟ  and ὦȟȟ  is formulated as a supervised learning problem, where the main goal is to 173 

minimize the loss function based on the training data set. The optimization of ύȟȟ  and 174 

ὦȟȟ  is achieved by the stochastic gradient descent methods, which iteratively choose new 175 

values of ύȟȟ  and ὦȟȟ  to reduce the loss function. The learning process is repeated for 176 

2,000 iterations, the parameters that result in the smallest generalization error of the model, 177 

which is the loss estimated on a validation dataset that is independent of the training set, are 178 

selected. Sensitivity experiments with 4,000 iterations were conducted to confirm that the 179 

generalization error will not further decrease after 2,000 iterations. 180 

The training of the DNN model is conducted using the Python library TensorFlow 181 

(http://www.tensorflow.org) and the Python library Keras (https://keras.io) (the computer code 182 

can be accessed through the link in the acknowledgement section). Using Nvidia GeForce RTX 183 

2080 Ti GPU, each training and validation process takes about 10 minutes to complete.  184 

A number of tests using the DNN model, with different model hyperparameters and inputs, are 185 

reported in this paper (Table 1). In the control simulation, the DNN model has 1 hidden layer and 186 

256 neurons in the hidden layer. The numbers of hidden layer and neuron result in the smallest 187 

error and are selected by sensitivity experiments that systematically vary the two numbers. The 188 

input layer includes profiles of temperature and salinity as well as forcing including wind vector, 189 

surface buoyancy flux, the vertical profiles of the Stokes drift at the current time step (t) and the 190 

previous time step (t ï ȹt, with ȹt = 30 minutes). Here, The Stokes drift is wave-averaged 191 

current associated with wave and drives wave-driven Langmuir turbulence when it interacts with 192 

ocean currents [e.g., Craik and Leibovich 1976]. In addition to the control simulation, two 193 

groups of sensitivity experiments are conducted to decide the input that constructs the best 194 

model. The first group of sensitivity experiments is devised to explore model performance under 195 

different representations of surface wave forcing. While the importance of wave forcing is 196 

https://keras.io/
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realized, how it is represented differs in different parameterizations [e.g., Li et al. 2019]. In 197 

addition to the control simulation where the vertical profile of the Stokes drift vector is used to 198 

represent wave effect, three sensitivity experiments, using the surface Stokes drift magnitude, 199 

and the surface Stokes drift vector, respectively, are conducted. The second group of sensitivity 200 

experiments, in which the input layer includes forcing without history (t) and that with a 1-hour 201 

history (t, t ï ȹt, and t - 2ȹt), respectively, is designed to test the effect of forcing history on the 202 

performance of mixing parameterizations. 203 

2.2 The General Ocean Turbulence Model (GOTM) 204 

The performance of the DNN models is compared with conventional OSBL mixing 205 

parameterizations with deterministic formulas. For this purpose, the General Ocean Turbulence 206 

Model (GOTM) [Burchard et al. 1999; Umlauf and Burchard 2005; Umlauf et al. 2014] is used. 207 

The GOTM is a library and testbed of parameterizations for vertical mixing by OSBL 208 

turbulence. It belongs to the single-column model that excludes the impacts of horizontal 209 

processes. The GOTM includes several commonly used OSBL mixing parameterizations. In this 210 

study, two variants of the K-profile parameterizations [KPP, Large et al. 1994] that is a popular 211 

first-order model, including the KPP-CVmix [e.g., Large et al. 1994; Li et al. 2021; Van Roekel 212 

et al. 2018], and the KPPLT-LF17 [Li and Fox-Kemper 2017], are included in the comparison. It 213 

is shown in Li et al. [2019] that the performance of KPPLT-LF17 is similar to some other 214 

variants of the KPP including wave effects [e.g., van Roekel et al. 2012; Reichl et al. 2016]. The 215 

KPP-CVMix is the KPP in the Community Ocean Vertical Mixing (CVMix) project [Griffies et 216 

al. 2015] and is used in a few global ocean models, such as the Parallel Ocean Program Version 217 

2 [POP2; Smith et al. 2010]. It includes the mixing effects of wind- and cooling-driven 218 

turbulence, but not those of wave-driven Langmuir circulations. The other KPP variant, i.e., 219 

KPPLT-LF17, includes the effect of Langmuir turbulence (LT) in the framework of KPP, by 220 

enhancing both the magnitude of diffusivity and the entrainment at the base of the OSBL. They 221 

differ in the forms of the enhancement factors for diffusivity and entrainment (See Li et al 2019 222 

for a detailed comparison of the three parameterizations). In addition to the KPP, another type of 223 

commonly used parameterization is second-moment closure schemes [e.g., Harcourt 2015; 224 

Kantha and Clayson 2004]. It was concluded in Li et al. [2019] that those schemes perform 225 

similarly to the KPP, and therefore the comparison between the DNN model and different 226 
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variants of the KPP is representative of that between the data-based DNN model and traditional 227 

physics-based parameterizations.  228 

 229 

3. Data Description 230 

The data for training, validating, and testing the DNN model and for evaluating traditional 231 

physics-based parameterization in the GOTM are turbulence-resolving solutions for Ocean 232 

Station Papa (50ºN 145ºW) calculated using the National Center for Atmospheric Research 233 

Large Eddy Simulation (NCAR-LES) model [e.g., Sullivan et al. 1996]. The NCAR-LES model 234 

has been extensively used to study OSBL turbulence driven by one or a combination of wind, 235 

wave, and heating/cooling [e.g., Sullivan and McWilliams 2010] and has been shown to 236 

accurately reproduce in situ observations when the effect of OSBL turbulence dominates [e.g., 237 

Liang et al. 2020]. Solutions from LES models are traditionally used to derive physics-based 238 

parameterizations with deterministic formulas for the effects of OSBL turbulence [e.g., Chor et 239 

al. 2021; Yang et al. 2015; Sinha et al. 2015; van Roekel et al. 2018] as they fully resolve OSBL 240 

turbulence yet exclude all other larger-scale processes. Those solutions are commonly used to 241 

tune and evaluate parameterizations in a 1-D model setting, such as within the framework of the 242 

GOTM [e.g., van Roekel et al. 2018; Li et al. 2019]. The Ocean Station Papa, located at the 243 

North Pacific subpolar gyre ~ (50ºN 145ºW, Fig. 1c), is selected since continuous high-244 

resolution measurements of physical and chemical states and fluxes at and near both sides of the 245 

air-sea interfaces. Insights into physical and biogeochemical processes in the upper ocean have 246 

been gained through the analysis of observation at the station and accompanying computer 247 

simulations [e.g., Alford et al. 2012; Cronin et al. 2015; Kaminski et al. 2021]. 248 

For this study, the NCAR-LES model was run for about nine years, from September 2011 to 249 

June 2019, during which high-resolution observations of wind, wave, surface heat flux, and the 250 

profiles of temperature and salinity [e.g., Cronin et al. 2015; Thomson et al. 2013] are available. 251 

There is a period between fall 2017 and spring 2018 when the directional wave spectrum is not 252 

available, and that period is excluded in the simulation. The forcing conditions, including wind, 253 

wave and surface buoyancy forcing were applied uniformly across horizontal locations of the 254 

domain. The model was restarted every ten days. During each restart, in-situ profiles of 255 

temperature and salinity were used as initial conditions across horizontal locations of the domain. 256 
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A 6-hour simulation with constant forcing at the start of the period is used to spin up the 257 

turbulence field. Observed surface wind, wave, and surface heat flux were used as surface 258 

forcing conditions. Salinity flux is set to zero, although it was used in the 15-day simulation in 259 

Liang et al. [2017], as the observation of precipitation at the station was sporadic. The forcing 260 

conditions at this station during the multi-year simulation cover a wide range of meteorological 261 

conditions that are representative of mid-latitude oceans. Turbulence is not predominantly 262 

governed by one of three types, although the dominance of Langmuir turbulence is more 263 

common than that of the other two types of turbulence. Compared to the OSBL turbulence of the 264 

global ocean, OSBL turbulence at the station is more influenced by wave-driven Langmuir 265 

turbulence and is much less influenced by buoyancy-driven convective turbulence. Figures 2(a) 266 

to 2(c) show the comparison between the LES solutions and observation. The model agrees 267 

generally with the observations. Slight deviation of model solutions from the observation is 268 

expected as the LES model includes only OSBL turbulence and the effects from larger-scale 269 

circulations, i.e., submesoscale, mesoscale, and basin-scale currents, are not excluded. It should 270 

be noted that Liang et al. [2017] showed that the same LES model and configuration accurately 271 

reproduce the physical and chemical environment in the OSBL during a 15-day period without 272 

significant influence from processes other than OSBL turbulence. The exclusion of other 273 

processes makes the LES solutions superior over in situ data for the purpose of developing 274 

OSBL mixing parameterization. For the study, horizontally and temporally averaged 275 

temperature, and salinity profiles were archived every half hour. Excluding the first 12 hour of 276 

each simulation, there are approximately 80,000 vertical profiles of temperature and salinity, 277 

respectively. Around 72%, 14.5% and 13.5% of the remaining solutions and the corresponding 278 

forcing conditions were used for the training, validation and testing of the DNN model, 279 

respectively. 280 

 281 

4. Results 282 

4.1 Performance of the DNN model 283 

The skill of the DNN model is first demonstrated by comparison of a 9-day run with the LES 284 

solutions, which are considered the truth, and with solutions using the conventional physics-285 

based parameterizations. Note that the performance assessment in this section is based on the 286 
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testing dataset from the LES solutions that is independent of the training and validating datasets 287 

and is not used for the learning of the DNN model. Figure 4 compares the prediction by the DNN 288 

model and two different traditional parameterizations (KPP-CVMix and KPPLT-VR12) for a 9-289 

day period in December 2010. The wind is moderate at the beginning of the period, with a speed 290 

10-m above the sea level (U10) around 10 m/s (Fig. 4a). The wind weakens to about 5 m/s at 291 

around day 2, and slowly strengthens to more than 18 m/s at around day 5. Two different forms 292 

of Langmuir numbers, i.e., MSM97 [McWilliams et al. 1997] and VR12 [van Roekel et al. 293 

2012], are plotted in Fig. 4b. There is no substantial difference between MSM97 and another 294 

popular Langmuir number proposed by Harcourt and DôAsaro [2008] (not shown). The 295 

difference between VR12 and MSM97 is evident as VR12 includes the effect of wind-wave mis-296 

alignment, shows more variability than MSM97. Langmuir number is mostly close to 0.3 during 297 

most of the period, implying the existence of wave-driven Langmuir turbulence during the 298 

period. It briefly goes above (below) 0.3 when the wind strengthens (weakens), implying the 299 

dominance of wind- (wave-) driven turbulence during those moments. The net surface heat flux 300 

cools the OSBL and there are a few episodic rain events.  301 

The OSBL continuously cools and deepens during the period. It also gets saltier when high-302 

salinity water in the thermocline is entrained into the OSBL (Figs. 4c and 4d). All three models, 303 

including the DNN model, the KPP-CVMix and the KPP-LF17, capture the trends for mixed 304 

layer depth, temperature and salinity in the OSBL (Figs 4e to 4j). The predicted mixed layer 305 

depth by the DNN model closely follows that by the LES model. The predicted temperature in 306 

the OSBL by the DNN model is slightly cooler than the truth (the LES solutions), on the order of 307 

0.1 ºC (Fig. 4e). Traditional deterministic parameterizations, i.e., the two variants of the KPP 308 

model, predict a substantially warmer mixed layer, by more than 1ºC (Figs. 4g and 4i). Similar to 309 

that for temperature, the error for salinity is smaller for the DNN model than for the two 310 

traditional parameterizations (Figs. 4f, 4h and 4j). By comparing the mixed layer depth, it is 311 

obvious that the two KPP models predict a mixed layer shallower than the truth while the mixed 312 

layer depth diagnosed from the DNN solutions closely follows the truth. It should be noted that 313 

the KPP-LF17, i.e., the KPP that includes wave-induced mixing, does predict a slightly deeper, 314 

cooler and saltier OSBL than the KPP-CVMix does. The difference between KPP-LF17 and 315 

KPP-CVMix in our simulations qualitatively agrees with Fig. 2 in Li et al. [2019]. However, the 316 

difference between KPP-LF17 and KPP-CVMix is much smaller than that between the two and 317 
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the truth, therefore is not evident in Fig. 4, implying that including wave effect in a traditional 318 

physics-based model still cannot match the truth as well as the DNN model does. Like over the 319 

global ocean, the most common meteorological condition at the OSP is also when the three types 320 

of turbulence are similarly important or when the surface buoyancy flux is stabilizing (Fig. 1). 321 

Those are the conditions when traditional physics-based parameterizations struggle [Li et al. 322 

2019]. 323 

The skill of the DNN model for all prediction periods is evaluated using the statistics of errors 324 

(Fig. 5). Both the mean and the standard deviation of the errors for both temperature and salinity 325 

are significantly smaller for the solutions using the DNN model than those using the two variants 326 

of the KPP model. Both KPP-CVMix and KPP-LF17 systematically predict warmer and fresher 327 

OSBL while the mean error for both temperature and salinity using the DNN model is less 328 

obvious. The comparison of model error statistics confirms that the data-based DNN model on 329 

average outperforms the two traditional physics-based parameterizations. Although the learning 330 

of DNN model is not based on the testing dataset, the DNN model performs well as the forcing 331 

conditions in the testing dataset, i.e., the input, overlaps with those in the training and validation 332 

datasets in the parameter space shown in Fig. 1. 333 

4.2 Discussion Based on Sensitivity Experiments 334 

In this subsection, the sensitivity of the DNN model to model inputs, including the forms of 335 

wave forcing and the history of forcing is evaluated using the Taylor diagrams (Fig. 6), 336 

respectively. In the Taylor diagram, three matrices, viz. the mean absolute error (solid grey 337 

lines), the root mean square error (solid black lines) and correlation (dashed black lines) 338 

representing the error, the scattering of the prediction, and the similarity in pattern, respectively, 339 

are presented in the same figure. Results from the two traditional parameterizations are not 340 

included in the comparison as the errors from those two models are much larger than those using 341 

the DNN framework. It should be noted that the optimal numbers of hidden layers and neurons 342 

in each layer are different when input variables for DNN model are different (Table 1). 343 

Sensitivity experiments by altering those hyperparameters (not shown) were conducted to select 344 

those optimal numbers. 345 

4.2.1 The Importance of Stokes Drift Profile 346 
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The first group of sensitivity experiments examine the choice of wave forcing in model 347 

performance. Those two tests include one using surface Stokes drift without directional 348 

information (green cross) and one using surface Stokes drift vector (blue cross). The DNN 349 

models with surface Stokes as input are used to mimic the input of commonly used first-order 350 

parameterization for Langmuir circulations, such as the KPP-LF17 [Li and Fox-Kemper 2017]. 351 

In those parameterizations, a turbulent Langmuir number that is a function of surface or near-352 

surface Stokes drift is included as a parameter to quantify the effects of wave-driven Langmuir 353 

turbulence. There are a few variants of turbulent Langmuir number (Lat) used in different 354 

parameterization. Here, the DNN model using Stokes drift magnitude as an input corresponds to 355 

parameterizations [e.g., McWilliams and Sullivan 2000] using the Lat originally defined in 356 

McWilliams et al. [1997]. The DNN model using Stokes drift vector mimics parameterizations 357 

[e.g., van Roekel et al. 2012; Li and Fox-Kemper 2017] using Lat that considers wind-wave 358 

misalignment [e.g., van Roekel et al. 2012]. Note that there is a third popular variant of Lat that 359 

uses near-surface averaged Stokes drift instead of surface Stokes drift [e.g., Harcourt and 360 

DôAsaro 2008].  361 

The solutions of the two sensitivity experiments have larger errors than those of the control 362 

simulation (Figs. 6a and 6b). The control simulation (red dots) out-performs the two sensitivity 363 

experiments (blue pluses and green crosses) in terms of root mean square error (RMSE) by more 364 

than 15%, implying that the detailed Stokes drift profile is better than surface Stokes drift in 365 

representing the effect of waves. This is expected, as the subsurface profile of Stokes drift is 366 

complicated when both swell and wind wave are present [e.g., McWilliams et al. 2014; Breivik 367 

and Christensen 2020] and the detailed profile is important in determining the production of 368 

turbulent kinetic energy in the OSBL.  369 

4.2.2 The Importance of Forcing History 370 

The second group of sensitivity experiments are designed to test an important assumption in 371 

first-order OSBL turbulence parameterizations such as the KPP. In those parameterizations, 372 

forcing conditions at the current time step are used and the underlying assumption is that OSBL 373 

turbulence and its mixing effect are always in equilibrium with surface forcing conditions (wind, 374 

wave and surface buoyancy flux). Over much of the global ocean, however, surface forcing 375 

conditions are always changing associated with atmospheric variability at the weather and 376 
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climatic scales. Consequently, OSBL turbulence and its mixing effect are seldom in equilibrium 377 

with forcing conditions. It has never been evaluated how significant the effect of forcing history 378 

is. 379 

The length of the forcing history could be decided by considering the following scaling: The 380 

velocity scale of ocean surface boundary layer turbulence at mild to moderate forcing is ~10-2 381 

m/s (1 cm/s), and the vertical scale of ocean surface boundary layer in most of the global ocean 382 

is ~101m, so the eddy turnover time and the turbulence response time scale are on the order of 383 

103 s. In a recent study by Wang and Kukulka [2021] where the LES model is driven by an 384 

abruptly changing wind, it is shown that turbulence response time is at a scale of 103 seconds 385 

since the wind abruptly changes direction. With that consideration, a 30-minute history of 386 

forcing conditions (both t and t - ȹt with ȹt = 30 minutes) is used as input in the control 387 

simulation and in the first group of sensitivity experiments.  388 

Comparisons of errors in the control simulation driven by a 30-minute history of forcing (red 389 

dots) and the sensitivity experiment driven by forcing conditions without history (yellow 390 

triangles) mimicking first-order parameterizations (Figs. 6a and 6b) show that the control 391 

simulations perform better by more than 15% in terms of RMSE. Another sensitivity experiment 392 

driven by a one-hour history of forcing conditions (purple squares) yields similar results as the 393 

control simulation and out-performs the sensitivity experiment driven by forcing conditions 394 

without history. Therefore, including the history forcing in OSBL mixing parameterizations 395 

improve the prediction of upper-ocean states.  396 

 397 

5. Summary and Future Research Directions 398 

In this study, a deep neural network (DNN) model that is a type of machine learning model for 399 

the effect of ocean surface boundary layer (OSBL) turbulence is trained using 9-year process-400 

oriented numerical solutions for the Ocean Station Papa (OSP) that is at the subpolar Pacific 401 

Ocean. Computer code for training the DNN model is available through a link in the 402 

acknowledgement section. The DNN model is evaluated and compared against two popular 403 

traditional physics-based parameterizations using deterministic formulas, i.e., two variants of the 404 

K-Profile Parameterizations (KPP) including the KPP-CVMix [e.g., Large et al. 1994; Griffies et 405 

al. 2015] and the KPP-LF17 [Li and Fox-Kemper 2017]. It is also used to investigate the choice 406 
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of forcing conditions in parameterizations for OSBL turbulence. Important conclusions from the 407 

results are: 408 

(1) The data-based machine learning model, viz. the physics-informed deep neural network 409 

(DNN) model outperforms two popular traditional physics-based parameterizations, 410 

namely, the KPP-CVMix and the KPP-LF17.  411 

(2) Including wave forcing improves the performance of the DNN model. The use of a 412 

Stokes drift profile is superior to the use of surface Stokes drift. 413 

(3) Including a 30-minute or 1-hour history of forcing conditions as input for the DNN model 414 

improves the prediction over the use of forcing conditions without any history. 415 

While the profiles of Stokes drift and the history of forcing are not in first-order 416 

parameterizations like the KPP, they are inherently in second-order closures [e.g., Umlauf and 417 

Burchard 2003 and 2005; Kantha and Clayson 2004; Harcourt 2015], In second-order closures, 418 

turbulent characteristics, such as its intensity, dissipation rate and length scale, is prognostically 419 

calculated using equations that includes the vertical profile of the Stokes drift and the history of 420 

forcing is retained during time integration. 421 

Our study shows the promise of a DNN model for the parameterization of vertical mixing in the 422 

OSBL. In this study, the DNN model was trained and tested for conditions at Ocean Station Papa 423 

that is representative of conditions at the mid latitude. The model should be applicable to regions 424 

under forcing conditions within the parameter space shown in Figs. 1(a) and 1(b). Before the 425 

application of the trained DNN model to a region, forcing conditions in that region need to be 426 

examined to ensure that they are within the parameter space of the training data. Figures 1(a) and 427 

1(b) also show that the training data still miss some turbulence regimes, most notably convective 428 

turbulence in deep mixed layers that is typical at high latitudes and strongly heated boundary 429 

layer that is at the tropical regions. Process-oriented solutions from the Large Eddy Simulation 430 

model at a variety of geographic locations, such as those at the Southern Ocean [e.g., Large et al. 431 

2019], in the tropics and in other ocean regions, need to be included in the training and validation 432 

datasets to expand the parameter space that the trained DNN model can tackle. Recently, LES 433 

simulations for the ocean under realistic hurricane conditions are also available [e.g., Rabe et al. 434 

2015; Liang et al. 2020]. If those data are added to the training and validation datasets, the 435 

trained DNN model will also be used for the ocean under those extreme conditions. Finally, 436 
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while the current study tests the DNN model in a single-column model which is an idealized 437 

version of a hindcasting/forecasting ocean model, future research will implement the DNN 438 

model in hindcast/forecast ocean models and test it in regional and global oceans. Our ongoing 439 

efforts to implement the DNN model in the Coupled-Ocean-Atmosphere-Wave-Sediment 440 

transport (COAWST) model [Warner et al. 2010] and test it in a coupled-ocean-wave 441 

configuration for the Gulf of Mexico [Abolfazli et al. 2020] will be reported in a future 442 

manuscript. 443 
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 642 

 643 

Table 1. Sensitivity experiments using the DNN model described in Section 3. Under the third 644 

column ñforcing conditionsò: U10 is the wind at 10 meter above the sea level. B(z = 0) is the 645 

surface buoyancy flux, Ὗ ᾀ πᴆ is the surface Stokes drift vector, and Ὗ ᾀ π is the 646 

magnitude of the surface Stokes drift. 647 

 648 

 649 

Figure 1. (a) Regime diagram for mixing in the ocean surface boundary layer when surface 650 

buoyancy flux is destabilizing [Belcher et al. 2012 and Li et al. 2019]. The thick black lines 651 

encompass parameter space where one of the three types of turbulence dominates. The thin black 652 

lines are contours for the probability (30%, 60%, 90% and 99%) of a certain parameter 653 

combination in the global ocean. The thin red lines are contours for the probability (30%, 60%, 654 

90% and 99%) of a certain parameter combination at ocean station Papa (50ºN 145ºW). The grey 655 

scattered circles are individual data points from observations at OSP; (b) same as (a) except 656 

when surface buoyancy flux is stabilizing. (c) Geographic location of Ocean Station Papa (OSP). 657 
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 658 

Figure 2. The comparison of mixed layer depth (a), mixed layer temperature (b), and mixed layer 659 

salinity (c) between the LES solutions and in situ observation, respectively.  660 

 661 

Figure 3. The architect of the Deep Neural Network (DNN) model.  662 

 663 

Figure 4. Meteorological conditions and solutions during a 9 day period starting from Dec. 19th 664 

2010. (a) Wind speed at 10-m above sea level (U10) and turbulent Langmuir number (Lat) based 665 

on formulas by McWilliams et al. [1997] (MSM97) and van Roekel et al. [2012] (VR12). 666 

Dashed line in the panel indicates Lat = 0.3, below which turbulence is dominated by wave-667 

driven Langmuir turbulence. (b) surface heat flux and evaporation minus precipitation; (c) and 668 

(d) the simulated profiles of temperature and salinity using the LES model (truth), respectively. 669 

(e) and (f) the error of simulated temperature and salinity by the Deep Neural Network (DNN) 670 

model, respectively (here, error is defined as difference from the LES solutions, i.e., E(x) = xDNN 671 

- xtruth). (g) and (h) the error of the simulated temperature and salinity profiles using the KPP-672 

CVmix model [Large et al. 1994; Li et al. 2021]. (i) and (j) the error of the simulated temperature 673 

and salinity profiles using the KPP-LF17 model [Li and Fox-Kemper 2017].  674 

 675 

Figure 5. (a) to (c): the mean of modeled temperature errors by the DNN, the KPP-CVMix [e.g., 676 

Large et al. 1994] and the KPP-LF17 [Li and Fox-Kemper 2017], respectively (ὉὝ677 

В ὉὝ , where E(x) = xmodel - xtruth with the LES solutions considered the truth and N is the 678 

number of records); (d) to (f) the standard deviation of model errors by the DNN, the KPP-679 

CVMix and the KPP-LF17, respectively („ В ὉὝ ὉὝ ). (g) to (i): same as 680 

panels (a) to (c), but for salinity. (j) to (l): same as panels (d) to (f), but for salinity. 681 

 682 

 683 
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Figure 6. Taylor diagram for the rate of change of temperature (panel a) and salinity (panel b) in 684 

the OSBL, respectively. The solid grey lines, solid black lines, and dashed black lines are 685 

contours of normalized root mean square error ὙὓὛὉ686 

В Ὂ ὕ В ὕ ὕ  with F the prediction by the DNN model and O the 687 

truth (LES solutions), normalized standard deviation „688 

В Ὂ Ὂ В ὕ ὕ , and correlation ὅέὶ689 

ВὊ Ὂ ὕ ὕ ВὊ Ὂ Вὕ ὕ , respectively. 690 
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